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An implicit scheme is developed for nonlinear heat transfer problems. The scheme
possesses a number of properties. The most notable are the second-order accuracy
in both space and time, the conservative feature, quick damping of numerical errors
when the size of time step is large, the iterative approach and fast convergence,
the accurate treatment for nonlinearities and different kinds of material, and the
capability to handle a system composed of more then one kind of material, which have
dramatically different thermal diffusivities. The scheme may be easily vectorized.
Numerical examples are presented to show these features.c© 1998 Academic Press
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1. INTRODUCTION

An extensive amount of literature exists on numerical methods for the solution of heat
transfer (see, e.g., [13, 21, 24] and references therein). Each method has its advantages
depending on the nature of the physical problem to be solved. In the point of view of
energy conservation, a numerical scheme may be either conservative or nonconservative.
By conservative, it is meant that a numerical solution satisfies the energy conservation law
for each grid cell and for any assembly of grid cells. In terms of accuracy, schemes may be
divided into first order, second order, and higher order ones. If time accuracy is important,
second order or higher order schemes are preferred. But, normally, a scheme accurate more
than second order is very complicated to formulate and expensive in CPU time. Therefore,
second-order schemes have become practical for time-dependent problems.

Schemes may also be divided into explicit and implicit methods. An explicit scheme,
for example, the forward Euler scheme, is simple. But, the size of time step is limited by a
stability condition which is normally much smaller than the required accuracy. Therefore,
an explicit scheme may be inefficient for some of problems, especially when the thermal
diffusivity in a problem varies significantly. On the other hand, in implicit schemes, the
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size of time step is not limited by any stability condition, and therefore may be changed
according to the requirement of a problem itself. But implicit schemes normally involve
solving a large set of algebraic equations at each time step.

There are two approaches to solve the large set of algebraic equations, i.e. direct ap-
proach and iterative approach. The direct approach for solving linear algebraic equations
are presented in all traditional courses of linear algebra (see, e.g., [3]). Generally, exact
solvers may not be recommended even for linear problems in two and three dimensions
because normally an exact solver is expensive in CPU time and is difficult to vectorize. For
the iterative approach, a significant question is whether an iterative process will actually
be successful and will lead to the solution of the algebraic equations. An important related
aspect is the rate of convergence. Several procedures are available to analyze convergence
for some simple situations (see, e.g., [7, 8]). The nonlinearity is another headache in an
implicit scheme. Newton iteration is very expensive in CPU time in an implicit scheme be-
cause there are a large set of unknown variables. Iterative methods for a class of nonlinear
difference schemes have been discussed in [23].

Two typical implicit schemes are the backward Euler scheme and the Crank–Nicolson
scheme [1]. The backward Euler scheme is first order accurate. Numerical errors in the
backward Euler scheme undergo quick damping for large time steps, and therefore, it is
very useful for steady state problems. Although the Crank–Nicolson scheme is second-order
accurate, numerical errors do not damp out for large time steps.

In this paper, we will develop a numerical scheme for nonlinear heat transfer in multi-
dimensions. The scheme will have the following features: second-order accurate in both
space and time, stable for any size of time step, conservative, iterative, accurate in the treat-
ment for nonlinearities and different kinds of material, and capable of handling a system
composed of multikinds of material. The development of a numerical scheme with these
features is mainly motivated for two kinds of problems. One is the numerical treatment for
radiative hydrodynamics [17], and the other is the heat transfer involved in laser fusion [19].
For these kinds of problem, the temporal accuracy is important because the evolution of a
physical system with time is what we have to find out. Since the size of a time step in an
explicit scheme is dictated by the maximum of the thermal diffusivity in a system no matter
whether or not the local phenomena is important to the dynamics, implicit schemes stable
for any size of time step are preferred for the problems in which thermal diffusivities either
in different regions or at different instants are significantly different. Since most problems in
radiative hydrodynamics and laser fusion are nonlinear, a sufficiently accurate treatment for
the nonlinearity is required. In laser fusion, the thermal diffusivity in a pellet is dramatically
different from that in its surroundings. A numerical scheme should be able to handle the
thermal diffusivity which varies dramatically with space coordinates.

The time discretization to be presented in this paper is adopted from the implicit–explicit
hybrid schemes [20, 25] for the Euler equations in gas dynamics. Resolving shock fronts is
one of major difficulties in gas dynamics, which was handled through an approximate Rie-
mann solver. The schemes in [20, 25] are good only for hyperbolic systems of conservation
laws, and only a single kind of material is considered in [20, 25]. Since the Euler equa-
tions describe nonlinear wave interactions, a multicolor relaxation, instead of the multigrid
method, has been used in [25] for the fast convergence of iterations.

The plan of this paper is as follows. In the second section the difference equations are
derived. An iterative solver for the difference equations is described in the third section.
The implementation of a multigrid method for the scheme is presented in the fourth section.
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Numerical examples are given in the fifth section to demonstrate the features mentioned
above. The final section is the conclusion and a brief discussion about our approach.

2. DIFFERENCE EQUATIONS

Suppose a system of heat transfer is composed of multikinds of material, each of which
occupies a part of a simulation domain. The material in different regions may be dramatically
different in thermal diffusivity. In this section, we will derive the formulations for the two-
dimensional situation. The extension to the three-dimensional situation is straightforward.

We will solve the heat transfer problem:

∂T

∂t
−∇ · [κ(T)∇T ] = s(T). (1)

HereT is temperature,κ is thermal diffusivity, ands(T) is a thermal source. Equation (1)
should be completed by boundary and initial conditions. Initial and boundary conditions
are problem-dependent. Two typical boundary conditions are those for fixed temperature
and fixed heat flux at a boundary of a simulation domain. At the interfaces between two
kinds of material, temperature and heat flux are continuous, but the thermal diffusivity
and spatial derivatives of temperature may be discontinuous across the interfaces. In this
paper, we present only the formulations for Eq. (1), but our approach to be presented in this
paper may be directly applied to more general equations for heat transfer problems. We will
discuss the extension at the end of this paper.

Consider a numerical grid{xi , yj } in a two-dimensional domain. Integrating Eq. (1) in a
grid cell (xi , xi+1) and (yj , yj+1), and over a time step (0,1t) yields

T N = T0+ 1t

1x
(q̄xW − q̄x E)+ 1t

1y
(q̄yS− q̄x N)+ s̄1t. (2)

HereT0 andT N are cell-averaged values ofT at t = 0 andt = 1t , respectively,̄qxW and
q̄x E (or, q̄yS andq̄yN) are the time-averaged values of a flux at cell-interfaces of the cell to
the west and east (or, to the south and north), respectively,s̄ is the time- and cell-averaged
value ofs. They are defined as

T N ≡ 1

1x1y

∫ yj+1

yj

∫ xi+1

xi

T(x, y;1t) dx dy, s̄≡ 1

1t1x1y

∫ 1t

0

∫ yj+1

yj

∫ xi+1

xi

s dx dy dt,

q̄xW≡ 1

1t1y

∫ 1t

0

∫ yj+1

yj

qx(xi ,y; t) dy dt, q̄x E≡ 1

1t1y

∫ 1t

0

∫ yj+1

yj

qx(xi+1, y; t) dy dt,

(3)

q̄yS≡ 1

1t1x

∫ 1t

0

∫ xi+1

xi

qy(x, yj ; t) dx dt, q̄yN≡ 1

1t1x

∫ 1t

0

∫ xi+1

xi

qy(x, yj+1; t) dx dt,

(4)

andq ≡ −κ(T)∇T . We should mention that Eq. (2) is exact because no approximations
have been involved yet.

If the time-averaged flux in Eq. (2) is replaced by a value att = 0 (or att =1t), the ap-
proximation results in the forward (or backward) Euler scheme which is first-order accurate
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in time. If the time-averaged flux is replaced by their averaged values att = 0 andt = 1t ,
the result is the Crank–Nicolson scheme, which is second-order accurate in time. As stated
before, numerical errors in the Crank–Nicolson scheme do not undergo damping when the
size of a time step is large, although the scheme is unconditionally stable. The reason for
the absence of damping is that when the size of a time step is very large, the solution should
be independent on the initial condition of a problem, and the solution is determined only by
the boundary condition. But, in the Crank–Nicolson scheme, the flux calculation is based
on the values att = 1t , as well as initial values.

In order to introduce quick damping for numerical errors within the framework of second-
order accuracy, we introduce an additional time levelt = 1t/2. Under second-order accu-
racy, we approximately evaluate the time-averaged flux att = 1t/2, and Eq. (2) becomes

T N = T0+ 1t

1x

(
qH

xW − qH
x E

)+ 1t

1y

(
qH

yS− qH
x N

)+ sH1t. (5)

HeresH ≡ s(T H ), T H is the cell-average ofT at t = 1t/2, and

qH
xW ≡

1

1y

∫ yj+1

yj

qx(xi , y;1t/2) dy, qH
x E ≡

1

1y

∫ yj+1

yj

qx(xi+1, y;1t/2) dy, (6)

qH
yS≡

1

1x

∫ xi+1

xi

qy(x, yj ;1t/2) dx, qH
yN ≡

1

1x

∫ xi+1

xi

qy(x, yj+1;1t/2) dx. (7)

For the first half-time step, through the similar procedure for Eq. (2), we have

T H = T0+ 1t

21x

(
q̄H

xW − q̄H
x E

)+ 1t

21y

(
q̄H

yS− q̄H
x N

)+ 1

2
s̄H1t. (8)

Heres̄H is the time- and cell-averaged value ofs over the first half-time step, and̄qH
xW and

q̄H
x E (or, q̄H

yS andq̄H
yN) are the time-averaged values of the flux over the first half-time step,

and they are defined as

q̄H
xW≡

2

1t1y

∫ 1t/2

0

∫ yj+1

yj

qx(xi , y; t) dy dt, q̄H
x E≡

2

1t1y

∫ 1t/2

0

∫ yj+1

yj

qx(xi+1, y; t) dy dt,

(9)

q̄H
yS≡

2

1t1x

∫ 1t/2

0

∫ xi+1

xi

qy(x, yj ; t) dx dt, q̄H
yN≡

2

1t1x

∫ 1t/2

0

∫ xi+1

xi

qy(x, yj+1; t) dx dt.

(10)

The time-averaged flux involved in Eq. (8) may be approximately calculated through an
interpolation in time. As stated before, an approximate calculation for the time-averaged
flux must not, even partially, depend on initial information when a time step is very large.
Our interpolation for the time-averaged flux is uniquely determined by values att = 1t
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andt = 1t/2. Therefore, the time-averaged flux in Eq. (8) is approximately obtained:

q̄H
xW ≈

3

2
qH

xW −
1

2
qN

xW, q̄H
x E ≈

3

2
qH

x E −
1

2
qN

x E, (11)

q̄H
yS≈

3

2
qH

yS−
1

2
qN

yS, q̄H
yN ≈

3

2
qH

yN −
1

2
qN

yN. (12)

Here,qN
xW,q

N
x E,q

N
yS, andqN

yN have the similar definitions as Eqs. (6), (7), except that they
are evaluated att = 1t instead of1t/2.

In order to give specific forms of the flux at interfaces, we write the flux asq = −∇K (T).
If the material in the current cell is the same as that in its neighboring cells, then spatial
derivatives of temperature are continuous across interfaces between grid cells, and therefore
we can use a center difference to approximately calculate the flux at four interfaces. For
example,

qH
xW ≈

1

1x

[
K
(
T H

L

)− K (T H )
]
. (13)

Here, the subscriptL refers to the left cell to the current cell, andT H
L is the cell-averaged

value in the left cell att = 1t/2. Since the material in a cell may be dramatically different
from that in its neighboring cells, the derivative of temperature is no longer continuous across
an interface. Therefore, Eq. (13) is not true at an interface between two kinds of material.
Consider the flux at an interfacex = xi between two kinds of material and suppose the
temperature atx = xi is T H

∗ . Values of the flux calculated from two sides of the interface
are approximately

qH
xi− ≈

2

1x

[
KL
(
T H

L

)− KL(T
H
∗ )
]
, qH

xi+ ≈
2

1x
[K (T H

∗ )− K (T H )]. (14)

Here, the functionK (T) is for the material to the right ofxi , while the functionKL(T)
is for the material to the left ofxi . Two functionsK (T) andKL(T) may be dramatically
different. SinceqH

xi− = qH
xi+, we may findT H

∗ through the equation:

K (T H
∗ )+ KL(T

H
∗ ) = K (T H )+ KL

(
T H

L

)
.

Generally, the temperature at the interface,T H
∗ , may be obtained numerically for givenT H

andT H
L , althoughT H

∗ is a linear function ofT H andT H
L for linear problems.

Writing K (T) in the form ofκ̂(T)T and writing the equation above in the form

T H
∗ =

1

κ̂L(T H∗ )+ κ̂(T H∗ )
[
K (T H )+ KL

(
T H

L

)]
,

we may write the fluxqH
xW in the form

qH
xW =

1

1x

[(
1− αH

L

)
KL
(
T H

L

)− (1+ αH
L

)
K (T H )

]
. (15)

Here,αH
L is defined as

αH
L ≡

κ̂L(T H
∗ )− κ̂(T H

∗ )
κ̂L(T H∗ )+ κ̂(T H∗ )

.
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Equation (15) is the general form for the flux. Similarly, we may write the flux at other three
interfaces:

qH
yS=

1

1y

[(
1− αH

B

)
KB
(
T H

B

)− (1+ αH
B

)
K (T H )

]
, (16)

qH
x E = −

1

1x

[(
1− αH

R

)
KR
(
T H

R

)− (1+ αH
R

)
K
(
T H
)]
, (17)

qH
yN = −

1

1x

[(
1− αH

T

)
KT
(
T H

T

)− (1+ αH
T

)
K (T H )

]
. (18)

Applying the flux above in Eq. (5), we obtain a set of nonlinear difference equations:

T N = T0+ DH , (19)

T H = T0+ 3

4
DH − 1

4
DN . (20)

Here,DH is defined as

DH ≡ 1t

(1x)2
[(

1− αH
L

)
KL
(
T H

L

)− (1+ αH
L

)
K (T H )+ (1− αH

R

)
KR
(
T H

R

)
− (1+ αH

R

)
K (T H )

]+ sH1t + 1t

(1y)2
[(

1− αH
B

)
KB
(
T H

B

)
− (1+ αH

B

)
K (T H )+ (1− αH

T

)
KT
(
T H

T

)− (1+ αH
T

)
K (T H )

]
, (21)

andDN has the same form as the equation above if the superscriptH is replaced byN. If
there is only one kind of material, thenαH

L , α
H
R , α

H
B , andαH

T vanish. For the steady state of
a single kind of material, Eqs. (19), (20) reduce to

2

(
1

1x2
+ 1

1y2

)
K (T) = 1

1x2
[K (TL)+ K (TR)] + 1

1y2
[K (TB)+ K (TT )], (22)

which turns into the usual Poisson solver if the system is linear.
Since we have used the linear interpolations in Eqs. (11), (12), (14) in both space and

time, Eqs. (19) and (20) are second-order accurate in both space and time. In Eqs. (19),
(20), we have not introduced any approximation for the nonlinearity ofK (T) and our
interpolation equations (11), (12), (14) do not cross any interface between two kinds of
material. Therefore, our treatment for the nonlinearity and different kinds of material is
accurate. The numerical solution we are looking for is the solution of the difference equations
(19), (20).

We should mention that the extra half-time step and the interpolation based on1t/2
and1t were first introduced in [20] for gas dynamics and are iteratively implemented
in [26]. Compared to two typical implicit schemes, the backward Euler and the Crank–
Nicolson schemes, the number of unknown variables has been doubled in Eqs. (19), (20).
But, Eqs. (19), (20) have advantages we need. As we mentioned before, the backward Euler
scheme is only first-order accurate in time, and the numerical error in the Crank–Nicolson
scheme do not damp for large time steps. The difference scheme, the set of Eqs. (19), (20),
provides quick damping for numerical errors for large time steps, as demonstrated in [25].

Actually, three (or more) time-level implicit schemes have been developed in order
to reach high-order accuracy. For example, the three time-level implicit Dupont scheme
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[10, 16] may produce excellent results for nonlinear problems. The three-level scheme of
Lees [6] does not require iteration over a time step to handle nonlinearities. Since the flux
calculation in the previous three (or more) time-level implicit schemes depends on initial
data, numerical errors do not undergo damping when the size of the time step is very large.

3. ITERATIVE SOLVER

Equations (19), (20) may be iteratively solved. A straightforward procedure is to evaluate
the right-hand sides (RHSs) of Eqs. (19), (20) using an initial guess for cell-averaged values
of temperature att = 1t/2 andt = 1t . Thus, we obtain improved temperature att = 1t/2
andt = 1t through Eqs. (19), (20). Unfortunately, this iterative procedure dose not converge
whenκ1t/(1x)2 is larger than unity, because through each iteration numerical errors in
T N are increased by a factor larger than unity whenκ1t/(1x)2 is larger than unity.

The nonlinearity in Eqs. (19), (20) is another headache. One of typical approaches for non-
linearities is to use Newton iteration. But the calculation for Jacobi coefficients is extremely
time consuming if the number of unknown variables is large. Another typical approach is
to linearize Eqs. (19), (20) around the initial temperature. If the linearization were used,
numerical errors should not undergo a damping for large time steps, because calculation of
the flux is based on the initial temperature in the linearization.

Our approach is as follows: We write Eq. (15) in the form

qH
xW =

1

1x

{(
1− αH

L

)[
KL
(
T H

L

)− KL(T
H )
]+ (1− αH

L

)
KL(T

H )− (1+ αH
L

)
K (T H )

}
= 1

1x

[(
1− αH

L

)
κ̃H

L

(
T H

L − T H
)− gH

L T H
]
. (23)

Here,κ̃H
L is the Taylor expansion of [KL(T)−KL(T H )] at T = T H

L divided by(T H
L −T H ),

and

gH
L ≡

(
1+ αH

L

)
κ̂(T H )− (1− αH

L

)
κ̂L(T

H ).

Generally, ˜κH
L and gH

L are functions of bothT H
L and T H . The form of the functiongH

L

depends on the properties of the material on both the current and left cells. Equations
(16)–(18) may be similarly rewritten. We should point out that we have not introduced any
approximation in Eq. (23), and therefore, our treatment for the nonlinearity and for different
kinds of material is completely nonlinear.

Using these expressions for the flux, from Eqs. (19), (20) we obtain

T N + βH T H = T0+ QH , (24)

−1

4
βNT N +

(
1+ 3

4
βH

)
T H = T0+ 3

4
QH − 1

4
QN . (25)

Here,βH andQH are defined as

βH ≡ 1t

(1x)2
[(

1− αH
L

)
κ̃H

L + gH
L +

(
1− αH

R

)
κ̃H

R + gH
R

]
+ 1t

(1y)2
[(

1− αH
B

)
κ̃H

B + gH
B +

(
1− αH

T

)
κ̃H

T + gH
T

]
(26)
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QH ≡ 1t

(1x)2
[(

1− αH
L

)
κ̃H

L T H
L +

(
1− αH

R

)
κ̃H

R T H
R

]
+ 1t

(1y)2
[(

1− αH
B

)
κ̃H

B T H
B +

(
1− αH

T

)
κ̃H

T T H
T

]+ sH1t, (27)

andβN andQN are exactly the same as Eqs. (26), (27), except for the superscriptH which
should be replaced byN forβN andQN . Equations (24), (25) may be solved forT N andT H :

T N = 1

A

[(
1− 1

4
βH

)
T0+ QH + 1

4
βH QN

]
, (28)

T H = 1

A

[(
1+ 1

4
βN

)
T0+ 1

4
(3+ βN)QH − 1

4
QN

]
. (29)

HereA is defined as

A ≡ 1+ 1

4
βH (3+ βN).

Our iterative procedure is as follows: Initially we guess the cell-averaged values of the
temperature att = 1t and t = 1t/2 and evaluate the RHSs of Eqs. (28), (29). The
improved solution is obtained through Eqs. (28), (29). If the improved solution does not
satisfy the accuracy requirement, we may consider the improved solution as an initial
guess to continue the iteration. This primitive iterative approach is called the Gauss–Seidel
approach. Numerical experiments show that this iterative procedure converges. We will
show the convergence rate in the section of numerical examples.

4. MULTIGRID METHOD

In the Gauss–Seidel approach, information is carried over only one grid cell through each
iteration, and therefore the convergence is very slow. In order to speed up the convergence,
we divide all grid cells into two sets which are staggered with each other, called red and
black sets. If we implement Eqs. (24), (25) for the red set first, then for the black set in each
iteration, the number of iterations may be reduced to half for a given required accuracy
because the information is carried over two cells through each iteration.

From numerical analysis and experiments for iteratively solving Eq. (1) for a constant
thermal diffusivity, it is known that numerical errors with high frequencies are efficiently
killed in the first few iterations, and errors with low frequencies remain even after many
iterations (see, e.g., [21]). These phenomena indicate that we may use a coarse grid to kill
low frequency errors and a fine grid to kill high frequency errors; i.e., we may use the
multigrid method to speed up the convergence.

The multigrid method have been developed for many years. Fedorenko [4] and Bachvalov
[5] formulated multigrid algorithms for the standard five point finite difference discretization
for the Poisson equation and the general linear elliptic partial differential equations. The
paper by Brandt [9] is one of the earliest in which practical results were reported. At first
there was much debate and scepticism about the true merits of the multigrid method. This
led researchers to the development of more transparent convergence proofs (see, e.g., [11,
16, 18] for a survey of theoretical development). Although rate of convergence proofs of the
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multigrid method are complicated, their structure has now become more or less standard
and transparent. The multigrid method for discontinuous coefficients in some situations
have also been studied (see, e.g., [14]).

A typical algorithm of the multigrid method starts from a coarse grid. After a few itera-
tions, the grid points in each direction are doubled, resulting in a fine grid. Then another set
of a few iterations are implemented in the fine grid with the initial guess obtained from the
solution on the coarse grid. Therefore, low frequency errors are significantly killed in the
coarse grid, and high frequency errors are significantly killed in the fine grid. We should
point out that, even if we start with a very accurate solution in the coarse grid, low fre-
quency errors still remain after many iterations in the fine grid. One efficient approach for
killing these remaining low frequency errors is to go back to the coarse grid and implement
another set of a few iterations on the coarse grid. Since the coarse grid is more efficient for
a smoother solution, we may work on the residue of the solution, instead of the solution
itself on the coarse grid.

Suppose thatCN (or CH ) andRN (or RH ) are the error and residue on the fine grid, i.e.,

C = T − T (e), (30)

RN ≡ T N − T0− DH , (31)

RH ≡ T H − T0− 3

4
DH + 1

4
DN . (32)

Here, T (e) is the exact solution of Eqs. (24), (25) on the fine grid. Then, we solve the
following two equations forCH andCN on the coarse grid:

CN + βH
C CH = QH

C + RN, (33)

−1

4
βN

C CN +
(

1+ 3

4
βH

C

)
CH = 3

4
QH

C −
1

4
QN

C + RH . (34)

If the thermal diffusivity for each kind of material is a constant, thenβH
C , βN

C , QH
C , andQN

C

in Eqs. (33), (34) are exactly the same asβH , βN, QH , andQN in Eqs. (24), (25), except
for T H

L , T
H
R , T

H
B , andT H

T in Eqs. (24), (25), which are replaced byCH
L ,C

H
R ,C

H
B , andCH

T in
Eqs. (33), (34). A few iterations of Eqs. (33), (34) on the coarse grid will give very accurate
solutions forCN andCH , sinceCN andCH are smooth and the vanishingCN (or CH ) is a
reasonable initial guess. After a few iterations forCN andCH on the coarse grid, we may
correct the solution on the fine grid:

T N = T N − CN, (35)

T H = T H − CH . (36)

This procedure is often called a “coarse grid correction.” We should mention that the solution
after a coarse grid correction always contains large high frequency errors for which a few
iterations on the fine grid are needed.

For nonlinear problems,αH
L , κ̃

H
L , andgH

L in βH andQH depend on temperatureT H
L and

T H . Strictly speaking, Eqs. (33), (34) are no longer true for nonlinear problems. But, we
should realize that a coarse grid is used only for killing low frequency errors, but not for the
solution itself. After the coarse grid correction, we still have to go back to the fine grid for
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the solution. Therefore, equations we use in the coarse grid for the coarse grid correction do
not necessarily have to be exact, as long as the coarse grid correction may speed up the con-
vergence. Therefore, even for nonlinear problems, we still use Eqs. (33), (34) for the coarse
grid correction, in whichαH

L , κ̃
H
L , andgH

L are all evaluated at the solution on the fine grid.
Numerical experiments show that the coarse grid correction based on Eqs. (33), (34) works
for nonlinear problems even for systems composed of the more than one kind of material.
We will show the convergence rate in the next section.

In the multigrid method described above, we have to transfer cell-averages between fine
and coarse grids. For the transformation from a fine grid to a coarse grid, by definition we
only have to add appropriate cell-averages defined on the fine grid together in order to find
cell-averages on a coarse grid. For the transformation ofCN andCH from a coarse grid to
a fine grid, the simplest interpolation is to assume no internal structures in the coarse grid;
i.e.,CN andCH are piecewise constants on the coarse grid. From this assumption, we may
easily find the values ofCN andCH on the fine grid, which are used in Eqs. (35), (36), from
their values on the coarse grid. We may also assume a linear (or parabolic) internal structure
of CN andCH on a coarse grid, and the internal structure may be determined by local
information ofCN andCH . The internal structure will result in more accurate estimates of
CN andCH on the fine grid. But, the difference in the values ofCH andCN on the fine grid
between the two approaches, i.e. piecewise constant and piecewise linear (or parabolic),
is dominated by high frequencies, and the high frequency difference will be immediately
killed in the first few iterations on the fine grid. Therefore, there will be no difference in
the convergence rate between the two approaches. We have tested both interpolations and
found no difference in the convergence rate.

Now we would like to discuss the conservative feature. After finding a sufficiently accurate
solution for T H through the iterations described above, we substitute the solution into
Eqs. (15), (16) to find the flux across each interface,qH

xW andqH
yS, through Eqs. (15), (16).

Finally, we follow the conservation law, Eq. (5), to update the temperature.

5. NUMERICAL EXAMPLES

The scheme developed in the previous sections has been tested for some heat transfer
problems, a few of which will be presented here to illustrate the features of the scheme. For
the multigrid method, one iteration in a fine grid may need many iterations in coarse grids
both for a better initial guess and for the coarse grid correction. Therefore, it is necessary to
show the convergence rate in terms of both the number of iterations used in the fine grid and
the actual CPU time used. In all numerical examples below, except the last one, the initial
condition is a constant temperatureT(x, y) = 0.25, simulations are performed on a 1× 1
domain, 128× 128 grid cells are used, andT = 1, T = 2, T = 3, andT = 4 are assigned
at the left, top, right, and bottom boundaries, respectively, as boundary conditions, unless
specified otherwise.

In order to demonstrate the correctness of our algorithm through a comparison with an
exact solution, we choose a plate with temperature-dependent diffusivityκ(T) = 1+ T .
The simulation domain is 0< x < 1, and the temperature is 0.1 and 1.0 atx = 0 and
x = 1, respectively. The solid line in Fig. 1 is the exact solution of the steady state [2].
The points marked with “◦,” “×,” and “+” in Fig. 1 are our numerical solutions after one
time step1t = 100. The “◦” points are obtained when eight grid points are used in the
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FIG. 1. A comparison between numerical solutions and the exact solution. The solid line is the exact solution.
The “◦” points are obtained when eight grid points are used in the range 0< x < 1, the “×” points are obtained
when 16 grid points are used, and the “+” points are obtained when 32 grid points are used.

range 0< x < 1, the “×” points are obtained when 16 grid points are used, and the “+”
points are obtained when 32 grid points are used. Our numerical solution has an excellent
agreement with the exact solution.

The second example, in which the thermal diffusivity is a constantκ = 1, is to test
the accuracy of the scheme. The dashed lines in Fig. 2 show four solutions of the temp-
erature along the liney= 0.5 at t = 0.1 obtained for four different simulations.
The four simulations are different only in the sizes of time step used, which are1t =
0.1, 0.05, 0.025, 0.0125. The corresponding parameter, 2κ1t/(1x)2, in the four simula-
tions is 3276.8, 1638.4, 819.2, and 409.6, respectively. The solid line in the figure is the
solution obtained when the size of time step,1t = 0.001, is used, which is considered as
a reference. The dashed line obtained from a larger size time step is further away from the
reference. Actually, the solutions obtained through1t = 0.025, 0.0125 coincide with the
reference.

As an example, we would like to show the convergence of numerical solutions for a
nonlinear time-dependent problem,κ(T)= 1+ 0.1T4+ 0.01T6. Figure 3 shows the profiles
alongy= 0.5 of the solution att = 0.05 when different time steps are used. The solid line in
Fig. 3 is obtained when the time step1t = 10−4, which is considered as an “exact solution,”
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FIG. 2. The solution att = 0.1 obtained from four simulations. The four simulations are different only in
the size of time steps used, which are1t = 0.1, 0.05, 0.025, and 0.0125. The solid line is considered an “exact”
solution. The dashed line obtained from a larger time step is further away from the exact solution. The solutions
obtained through1t = 0.025, 0.0125 already coincide with the exact solution. The parameter, 2κ1t/(1x)2, in
the four simulations is 3276.8, 1638.4, 819.2, and 409.6, respectively.

and two dashed lines in Fig. 3 are obtained when1t = 0.05, 0.025 are used. The solution
obtained when1t = 0.025 almost coincides with the exact solution.

In the nest set of three examples, we would like to examine the convergence rate for the
different approaches mentioned in the last section. We start with a linear problemκ = 1.
The time step1t = 1.0. The parameter 2κ1t/(1x)2 is 3.2768×104 in the simulation, and
2κ1t/(1x)2 < 1 is the stability requirement in the forward Euler scheme. The broken lines
in Fig. 4 show the maximum residue,RN andRH , as a function of the number of iterations
and the CPU time for the Gauss–Seidel method. It is clear that only the first few iterations
are efficient in killing numerical errors, and the remaining errors need an extremely large
amount of iterations. The dashed lines in Fig. 4 give the result obtained through the red–
black method. As stated before, error information is carried over two cells in the red–black
method, while it is carried over only one cell in the Gauss–Seidel method. Therefore, for
a given maximum of residue, the number of iterations required in the red–black method is
about a half of that required in Gauss–Seidel method. The solid lines in Fig. 4 are obtained
through the multigrid method. Compared to the red–black and Gauss–Seidel methods, only
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FIG. 3. A convergence study forκ(T) = 1+ 0.1T4 + 0.01T6. The solid line is obtained when the time step
1t = 10−4, which is considered as an “exact solution,” and two dashed lines are obtained when1t = 0.05, 0.025
are used.

a small number of iterations, or a small amount of CPU time is needed in the multigrid
method. The unit used for the CPU time in Fig.4 is the CPU time used for one iteration in
the red–black method.

The third example is a problem in which there are two kinds of material. In the region
0.25≤ x≤ 0.75 and 0.25≤ y≤ 0.75, κ = 104, whileκ = 1 in the other part of the simulation
domain. The time step1t = 0.02. The maximum value of the parameter 2κ1t/(1x)2 is
6.5536× 106 in the simulation. The dashed lines in Fig. 5 show the maximum of residue as
a function of the number of iterations and CPU time used in the red–black method, and the
solid lines in Fig. 5 are obtained through the multigrid method. Figure 6 is the temperature
after one time step obtained from our scheme.

The fourth simulation is for a nonlinear problemκ(T) = 1 + 0.1T4 + 0.01T6 for a
single kind of material. The time step1t = 0.015. The maximum value of the parameter
2κ(T H )1t/(1x)2 is 3.28206×104 in the simulation. The lines in Fig. 7 show the maximum
of residue as either the number of iterations or the CPU time used to reach the residue. The
dashed lines are obtained from the red–black iteration, and the solid lines are obtained from
the multigrid method. Figure 8 gives the solution after one time step.
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FIG. 4. The convergence rate for a linear problem.1t = 1.0. 2κ1t/(1x)2 is 3.2768× 104. The broken,
dashed, and solid lines are respectively obtained from Gauss–Seidel, the red–black, and the multigrid methods.
The CPU time is measured in terms of the CPU time used for one iteration in the red–black method.

FIG. 5. The convergence rate for a system composed of two kinds of material.κ = 10000 in the region
0.25 ≤ x ≤ 0.75 and 0.25 ≤ y ≤ 0.75, andκ = 1 in the other region.1t = 0.02. The maximum value
of 2κ1t/(1x)2 is 6.5536× 106. The dashed and solid lines are respectively obtained from the red–black and
multigrid methods.
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FIG. 6. The solution for temperature in a system composed of two kinds of material withκ = 1, and
κ = 10,000 after one time step1t = 0.02.

FIG. 7. The convergence rate for a nonlinear problem:κ(T) = 1 + 0.1T4 + 0.01T6, 1t = 0.015. The
maximum value of 2κ1t/(1x)2 is 3.28206× 104. The dashed and solid lines are respectively obtained from the
red–black and multigrid methods.
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FIG. 8. The solution for temperature for a nonlinear problem:κ(T) = 1+ 0.1T4 + 0.01T6 after one time
step1t = 0.015.

The fifth simulation is for a nonlinear problem in which there are two kinds of material.
In the inner part of the simulation domain, 0.25< x< 0.75 and 0.25< y< 0.75, κ(T) =
104+100T2, and in the outer partκ(T) = 1+0.1T4+0.01T6. The time step is1t = 0.01.
The maximum value of the parameter 2κ(T H )1t/(1x)2 is 3.37728×106 in the simulation.
The lines in Fig. 9 show the maximum residue as a function of either the number of iterations
or the CPU time used to reach the residue. The dashed lines are obtained from the red–black
method, and the solid lines are obtained from the multigrid method. Figure 10 gives the
solution after one time step.

Our last example is for the heating of a nonlinear system which is composed of three
kinds of material. The simulation is performed in a 1×1 domain containing 256×256 grid
cells. In the inner part, 0.375< x < 0.625 and 0.375< y < 0.625,κ(T) = 108+100T2;
in the middle part, 0.25< x < 0.75 and 0.25< y < 0.75 outside the inner part,κ(T) =
10+ 0.1T8; and in the remaining outer part,κ(T) = 1 + 0.1T4 + 0.01T6. The initial
temperature is 0.1. A constant heatingdT/dl = 5 is imposed on four boundaries of the
simulation domain. Herel is a space coordinate normal to a boundary. The size of time
steps is1t = 10−4, and the maximum value of the parameter 2κ1t/(1x)2 in each time
step is about 1.31×109. Figure 11 gives the temperature at four instants. Since the thermal
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FIG. 9. The convergence rate for a system composed of two kinds of material, each of which has a temperature-
dependent thermal diffusivity.κ(T)= 104(1+ 0.01T2) in the center 0.25< x< 0.75 and 0.25< y< 0.75,
κ(T)= 1,+ 0.1T4,+ 0.01T6 in the remaining part,1t = 0.01. The maximum value of 2κ1t/(1x)2 is
3.37728× 106. The dashed and solid lines are respectively obtained from the red–black and multigrid meth-
ods.

FIG. 10. The solution for temperature for a system composed of two kinds of material after one time step1t =
0.01; κ(T) = 104(1+0.01T2) in the center 0.25< x< 0.75 and 0.25< y< 0.75, andκ(T) = 1+0.1T4+0.01T6

in the remaining part.
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FIG. 11. The temperature at four instants under a constant heating from four boundaries. The thermal diffusivi-
ties in the inner, middle, and outer regions in the simulation domain are, respectively,κ(T) = 108+100T2, κ(T) =
10+ 0.1T8, andκ(T) = 1+ 0.1T4 + 0.01T6. The maximum value of the parameter 2κ1t/(1x)2 in each time
step is about 1.31× 109.

diffusivity in the inner part is very high, the time step (=10−4) is so large that the temperature
is almost uniform in the inner region after each time step. In order to display the structure
near interfaces between two kinds of material, we give Fig. 12, which shows the function
tanh (ξ ). Hereξ ≡ 10(T − 0.2538). We would like to point out that the size of the time step
in any explicit scheme is limited by the largest value ofκ(T) in the simulation domain, no
matter whether or not the region with largestκ(T) has been influenced yet.

6. CONCLUSIONS AND DISCUSSIONS

In this paper we have developed a finite difference scheme for nonlinear heat transfer. We
have demonstrated that the scheme provides goods results in a wide variety of situations.
Accurate solutions can be obtained for time-dependent problems as well as steady states.
The scheme possesses a number of features: second-order accurate in both space and time,
iterative and fast in convergence, conservative, accurate in the treatment of nonlinearities
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FIG. 12. The function of tanh[10(T − 0.2538)] at the four instants.

and multikinds of material, able to quickly damp numerical errors for large time steps, and
capable of solving a system composed of more than one kind of material. The algorithm of
the scheme may be easily vectorized. The scheme may be used to study the heat transfer
problems involved in laser fusion, and the approach developed in this paper may be applied
to the radiative heat transfer in radiative hydrodynamics.

A more general equation for heat transfer, i.e.,

ρcp(T)
∂T

∂t
−∇ · [λ(T)∇T ] = ŝ(T), (37)

may be changed into the form

∂E(T)

∂t
−∇ · [λ(T)∇T ] = ŝ(T). (38)

In Eq. (37),ρ is a mass density of a material,cp is a specific heat andλ is a thermal
conductivity. In Eq. (38)E(T) is the integral ofρcp(T). If we write E(T) as E(T) =
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σ(T)T , from Eq. (38), we have

σ NT N + βH T H = T0+ QH , (39)

−1

4
βNT N +

(
σ H + 3

4
βH

)
T H = T0+ 3

4
QH − 1

4
QN . (40)

Here σ N ≡ σ(T N) and σ H ≡ σ(T H ). Equations (39), (40) are exactly the same as
Eqs. (24), (25), except forσ N andσ H which are replaced by a unity in Eqs. (24), (25).
Equations (39), (40) may be similarly treated as Eqs. (24), (25), and the multigrid method
may be implemented for Eqs. (39), (40), too.
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